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lecture 3 - Language ldentification
(supervised learning and Naive Bayes algorithm)

CSE 5539-0010 Ohio State University
Instructor: Alan Ritter
Website: socialmedia-class.org
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IN-class Presentation

* a 10-minute presentation plus 2-minute Q&A (20 points)
- A Social Media Platform or a NLP Researcher
- Pairing up (2 students collaboration)

* Sign up now!

Social Media & Text Analytics  Syllabus  Twitter API Tutorial ~ Homework v

| Survey a Social Media Platform or a NLP
| Researcher

You will pair together (2 students) and give a 10-minute presentation (plus 2-minute Q&A) in class about a social media
platform (an incomplete list here) and a NLP researcher of your choice (an incomplete list of NLP groups here). You are also
encouraged to find other NLP researchers that are not on this list through CS department homepages or top NLP
conferences/jounals (e.g. ACL, NAACL, TACL, EMNLP).
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Reading #1

What is Twitter, a Social Network or a News Media?

Haewoon Kwak, Changhyun Lee, Hosung Park, and Sue Moon

Department of Computer Science, KAIST
335 Gwahangno, Yuseong-gu, Daejeon, Korea

{haewoon, chlee, hosung}@an.kaist.ac.kr, somoon@kaist.edu

ABSTRACT

Twitter, a microblogging service less than three years old, com-
mands more than 41 million users as of July 2009 and is growing
fast. Twitter users tweet about any topic within the 140-character
limit and follow others to receive their tweets. The goal of this
paper is to study the topological characteristics of Twitter and its
power as a new medium of information sharing.

We have crawled the entire Twitter site and obtained 41.7 million
user profiles, 1.47 billion social relations, 4,262 trending topics,
and 106 million tweets. In its follower-following topology analysis
we have found a non-power-law follower distribution, a short effec-
tive diameter, and low reciprocity, which all mark a deviation from
known characteristics of human social networks [28]. In order to
identify influentials on Twitter, we have ranked users by the number
of followers and by PageRank and found two rankings to be sim-
ilar. Ranking by retweets differs from the previous two rankings,
indicating a gap in influence inferred from the number of followers
and that from the popularity of one’s tweets. We have analyzed the

Alan Ritter o socialmedia-class.org

1. INTRODUCTION

Twitter, a microblogging service, has emerged as a new medium
in spotlight through recent happenings, such as an American stu-
dent jailed in Egypt and the US Airways plane crash on the Hudson
river. Twitter users follow others or are followed. Unlike on most
online social networking sites, such as Facebook or MySpace, the
relationship of following and being followed requires no reciproca-
tion. A user can follow any other user, and the user being followed
need not follow back. Being a follower on Twitter means that the
user receives all the messages (called tweets) from those the user
follows. Common practice of responding to a tweet has evolved
into well-defined markup culture: RT stands for retweet, ’ @’ fol-
lowed by a user identifier address the user, and ’#° followed by a
word represents a hashtag. This well-defined markup vocabulary
combined with a strict limit of 140 characters per posting conve-
niences users with brevity in expression. The retweet mechanism
empowers users to spread information of their choice beyond the
reach of the original tweet’s followers.
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Reading #1

What is Twitter, a social network or a news media? - ACM Digital Library
dl.acm.org/citation.cfm?id=1772751 ~
by H Kwak - 2010 - Cited by 5361 - Related articles

Apr 26, 2010 - Twitter, a microblm service less than three years old, commands more than 41
million users as of July 2009 and is qyowing fast. Twitter ...

Abstract - Authors - References - Cited By
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Reading #2

Cross-domain Feature Selection for Language Identification

Marco Lui and Timothy Baldwin
NICTA VRL
Department of Computer Science and Software Engineering
University of Melbourne, VIC 3010, Australia
saffsd@gmail.com, tb@ldwin.net

Abstract

We show that transductive (cross-domain)
learning is an important consideration in
building a general-purpose language iden-
tification system, and develop a feature
selection method that generalizes across
domains. Our results demonstrate that
our method provides improvements in
transductive transfer learning for language
identification. We provide an implementa-
tion of the method and show that our sys-
tem is faster than popular standalone lan-
guage identification systems, while main-
taining competitive accuracy.

online without any additional configuration, op-
timized for maximal cross-domain accuracy. A
number of such standalone LangID systems are
available, notable among which is TextCat (van
Noord, 1997). TextCat has been the LanglID
solution of choice in research, and is the basis of
language identification/filtering in the ClueWeb(09
Dataset (Callan and Hoy, 2009) and Corpus-
Builder (Ghani et al., 2004). Elsewhere, Google
provides LangID as a web service via its Google
Language Detect API (GoogleAPTI). While it has
much higher accuracy than TextCat (as we show
in Section 6.1), research applications contravene
the service’s terms of use, and moreover the ser-
vice is rate-limited.
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Natural Language Processing

Dan Jurafsky

mostly solved

Spam detection
Let’s go to Agra! /
X

Buy V1AGRA ...

Part-of-speech (POS) tagging
ADJ ADJ NOUN VERB ADV
Colorless green ideas sleep furiously.

Named entity recognition (NER)

PERSON ORG LOC
Einstein met with UN officials in Princeton ‘

Language Technology

making good progress

Sentiment analysis

Best roast chicken in San Francisco!

The waiter ignored us for 20 minutes.
Coreference resolution

Carter told Mubarak he shouldn’t run again.

Word sense disambiguation (WSD)

S~

| need new batteries for my mouse. @‘

Parsing

| can see Alcatraz from the window!

Machine translation (MT)
F13 5 HEER T R

The 13t Shanghai International Film Festival...

Information extraction (IE)

S Party
You’re invited to our dinner =2 May 27

party, Friday May 27 at 8:30 add

still really hard

Question answering (QA)

Q. How effective is ibuprofen in reducing
fever in patients with acute febrile illness?

Paraphrase

XYZ acquired ABC yesterday
ABC has been taken over by XYZ

Summarization
The Dow Jones is up
The S&P500 jumped
| Housing prices rose

:> Economy is
good

Dlalog Where is Citizen Kane playing in SF? ,C
4
g Castro Theatre at 7:30. Do \
you want a ticket?



Domain/Genre

 NLP is often designed tor one domain (in-domain),
and may not work well for other domains (out-of-

domain).

 Why?

News
Blogs
Wikipedia
Forums
Comments
Twitter
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Domain/Genre

* How different?

Corpus Word Sentence
length length
TWITTER-1 38424 | 92464
TWITTER-2 3.84+2.4 | 9.0:6.3
COMMENTS 3.943.2 110.5:10.1
FORUMS 3.84+2.3 |14.214+12.7
BLOGS 4.14+2.8 |18.5124.8
WIKIPEDIA 45428 [21.9416.2
BNC 434+2.8 |19.81£14.5
——

Source: Baldwin et al.

"How Noisy Social Media Text, How Diffrnt Social Media Sources?" [JCNLP 2013


http://socialmedia-class.org/

Domain/Genre

out-of-vocabulary

* How different?

}

Word Sentence %00V
Corpus

length length
TWITTER-1 38424 | 9.246.4 24.6
TWITTER-2 3.842.4 | 9.0:£6.3 24.0,
COMMENTS 3.943.2 |10.5#410.1 19.8
FORUMS 3.842.3 |142412.7 18.1
BLoGS 41428 (1854248 20.6
WIKIPEDIA 45428 (21.9416.2 19.0
BNC 43428 |(19.84145 16.9

—

Source: Baldwin et al.

"How Noisy Social Media Text, How Diffrnt Social Media Sources?" [JCNLP 2013
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TWITTER-1
TWITTER-2
COMMENTS
Forums
BLoGs
WIKIPEDIA
BNC

TWITTER-1
TWITTER-2
COMMENTS
Forums
BLoGs
WIKIPEDIA
BNC

TWITTER-1
TWITTER-2
COMMENTS
Forums
BLoGs
WIKIPEDIA
BNC

TWITTER-1
TWITTER-2
COMMENTS
Forums
BLoGs
WIKIPEDIA
BNC

Domain/Genre

 How similar?
Twitter = Comments < Forums < Blogs < BNC < Wikipedia

TWITTER-1

COMMENTS

Forums

TWITTER-1
TWITTER-2
COMMENTS
Forums
BroGs
WIKIPEDIA
BNC

TWITTER-1
TWITTER-2
COMMENTS
Forums
BLoGs
WIKIPEDIA
BNC

TWITTER-1
TWITTER-2
COMMENTS
Forums
Broas
WIKIPEDIA
BNC

BLogas

500 1000 1500

Perplexity

Source: Baldwin et al.

"How Noisy Social Media Text, How Diffrnt Social Media Sources?" [JCNLP 2013
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Domain/Genre

e \WWhat to do”
- robust tools/models that works across domains

- specific tools/models for Twitter data only —
many technigues/algorithms are useful elsewhere

(we will see examples of both in the class)

Alan Ritter o socialmedia-class.org
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Domain/Genre

* Why so much Twitter?
- publicly available (vs. SMS, emails)
- large amount of data
- large demand for research/commercial purpose

- too different from well-edited text (which most
NLP tools have been made for)

Alan Ritter o socialmedia-class.org
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NLP Pipeline

Alan Ritter o socialmedia-class.org
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Language
|dentification

NLP Pipeline

Alan Ritter o socialmedia-class.org

Tokenization

!

Part-of-

Speech
(POS)

Tagging

Stemming

Normalization

Shallow
Parsing
(Chunking)

Named
Entity
Recognition
(NER)
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Language

|dentification
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NLP Pipeline

Tokenization

!

Part-of-

Speech
(POS)

Tagging

Stemming

Normalization

Shallow
Parsing
(Chunking)

Named
Entity
Recognition
(NER)
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| anguage |Identitication

(a.k.a Language Detection)

% Narendra Modi £ -% Follow
&  Narendra Modi Hindi g — BN rerendramoo
e OtnaemM 601bLLOE 3HA4YEHWE OpraHn3aLmsm

V7
& S8 BT & @l I YBT fb o1 By W BPUKC wn LLIOC.

WRIT {7 ST Gt & 37 HeY STdTd H b Hapetoch, 4TO BCTPEYM B paMKax CaMMUTOB
MER A8l fAaT | nm4.in/1bsx4mV 6yayT NPOAYKTMBHbIMM. @BRICS2015
vA s v g\
YA =
World English German Italian
&
g,
B e e
Chinese Japanese Korean Indian
ﬁ Na]iul:ern:jfozllodl ¥ -2 Follow ﬁ Nf;?:g?:rom ¥ -2 Follow
3&"%"%‘%@&521&%13%:%% BT I8 B3I 0B HAZIAMI %, ENH
TEAEMNINE, WL TRZIN Rzt I 2 DHEZE. ETHELHM
. @BRICS2015 [ UTW3, @AbeShinzo
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anglD: why needed”

* Jwitter is highly multilingual

* But NLP is often monolingual

Alan Ritter o socialmedia-class.org
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AVERAGE NUMBER OF TWEETS PER DAY

Twitter’s World S0

Twitter's footprint is growing
fast, although English speakers
inthe U.S. remain the largest
demographic. Semiocast has Turkish
detected tweets in 61languages, }
sent from most countriesin the , -
world. Thetricknowistoturnits  wooo00000 Hakkus P V-
global presence into advertising -

dollars. ,.

400,000,000

Thal

'Spanish

Japanese

2010 20m 2012 2013

Alan Ritter o socialmedia-class.org
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Social Media Under Fire

Countries that block Twitter, Facebook, or YouTube*

You

TURKEY

You

PAKISTAN
ERITREA

e

*Full or partial blocks, as of March 2014 \1 l . .
Sources: Google, Twitter, OpenNet Initiative IVIOTNCT (J( MICS

VIETNAM

e known as the “Chinese Twitter”
HIRIE
) JZE’C&? 120 Million Posts / Day

Alan Ritter o socialmedia-class.org
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| anglD: Google Translate

Google

Alan Ritter o socialmedia-class.org

google translate 2

Web Apps Shopping News Videos More ~ Search tools

About 263,000,000 results (0.32 seconds)

Entertext [ranslation

Open in Google Translate
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LanglD: Twitter AP|

 Introduced in March 2013

e yses two-letter ISO 639-1 code

" . " - " " - -~ - ~ .~ ~ ™~ ~ oo -~ -~ "
created at Tue Oct +
e - A N ' —_— - —— - - W —_— - = - r
" " P e e e 4,--,.,_,.
-3 Ul :‘D_I_I ['h hllllf
' ’ B AT SATIN I SNAATT
”a st TALE?UO Q& / by '
1 / - /
- ~ N - W TR -k VAW r

— - —

- E) g 4= g= o= on mndesm 4oy  TNIATTI W = - msoa lrarisant o ~F e s = P - -
F=3 ! arre =1Te = asra F= =3 aa = F= |
oAU $ S L P P e & -Q2LT Lilalil LIS —-— - CU3eSs -t LW T Lo - - AT - _-.l-.l‘_{ LIIE Al -~

™5

o e
matrhas St oY et rmas [ e S Ve AWM _.-}:_ \I:
method roster: https://t.co/jYz3Mdn <

"1 ltrey ayual™ "vv.:.-l* u*"
-ddLTL LTVCL AdICTUd LU ’
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LanglD lool: langid.py

)

https://github.com/saffsd/langid.py

O This repository Search Pull requests Issues Gist

saffsd / langid.py @ Watch~ 38 !

Stand-alone language identification system

225 commits 5 branches 0 releases 3 contributors

P branch: master v langid.py / +

Merge pull request #32 from martinth/master

saffsd authored on May 3 latest commit 36e9b93del i'—
M langid Fixes ImportError on Python 3. 2 months ago
= FEATURES added a list of the 7480-feature model that is built into langid.py a year ago
=) LICENSE made license clearer 3 years ago
= README.rst made langid.py cross-compatible with Python2 and Python3 4 months ago
= setup.cfg reestructure langid.py as python egg 3 years ago
= setup.py fixed issue #10 (and properly fixed #8) 2 years ago

Alan Ritter o socialmedia-class.org


http://socialmedia-class.org/

LanglD lool: langid.py

python

Python 2.7.2+ (default, Oct 4 2011, 20:06:09)
[GCC 4.6.1] on linux2

Type "help", "copyright", "credits" or "license" for more information.
>>> import langid

>>> langid.classify("I do not speak english")
('en', ©.57133487679900674)

>>> langid.set languages(['de’,'fr',"'it'])

>>> langid.classify("I do not speak english")
('it', ©.99999835791478453)

>>> langid.set _languages(['en’','it'])

>>> langid.classify("I do not speak english")
(‘en', ©.99176190378750373)

Alan Ritter o socialmedia-class.org
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LanglD:
A Classification Problem

* |nput;
- adocument d

- afixed set of classes C = {c1, ¢z, ..., Cj}

* Output:

- a predicted class ce C
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Classification Method:

Hand-crafted Rules

 Keyword-based approaches do not work well for
language identification:

- poor recall
- expensive to build large dictionaries for all
different languages English Spunish

- cognate words B
banana banana
banjo banjo
bicycle bicicleta
biography biogratia
blouse blusa

Alan Ritter o socialmedia-class.org bl'llh’clllt l)IlH2111t€‘
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Classification Method:

Supervised Machine Learning

* |[nput:
- adocument d
- afixed set of classes C = {c1, ¢z, ..., Cj}

- atraining set of m hand-labeled documents
(di, c1), ..., (dm, Cm)

* Output:

- alearned classitier y:d — ¢
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Classification Method:

Supervised Machine Learning

machine
learning

label
extractor eatures

-\
feature classifier
> T [ label
. extractor aatures model

Source: NLTK Book

Alan Ritter o socialmedia-class.org
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Classification Method:

Supervised Machine Learning

machine
learning

label
extractor eatures

| \
feature classifier
> T 11 |
. extractor model label

Source: NLTK Book

Alan Ritter o socialmedia-class.org
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Classification Method:

Supervised Machine Learning

* Naive Bayes
* Logistic Regression
* Support Vector Machines (SVM)
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Classification Method:

Supervised Machine Learning

- Naive Bayes
* Logistic Regression
* Support Vector Machines (SVM)
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Nalve Bayes

* afamily of simple probabilistic classifiers based on
Bayes’ theorem with strong (naive) independence
assumptions between the features.

* Bayes' Theorem:

P(d | c)P(c)
P(d)

P(cld)=

Alan Ritter o socialmedia-class.org
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Nalve Bayes

* For a document d, find the most probable class c:

Cap =argmax P(cld)
T ceC

maximum a posteriori

Source: adapted from Dan jurafsky
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Nalve Bayes

* For a document d, find the most probable class c:

C,ap =argmax P(cld)
ceC
P(dlc)P
— arg max ( C) (C) <+— Bayes Rule

ceC P(d)

Source: adapted from Dan jurafsky
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Nalve Bayes

* For a document d, find the most probable class c:

C,ap = argmax P(cld)

ceC
P(ldlc)P
=argmaX ( C) (C) <+— Bayes Rule
ceC P(d)
=argmax P(d | )P(C) *gommiiior
ceC

Alan Ritter o socialmedia-class.org Source: adapted from Dan jurafsky
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Nalve Bayes

 document d represented as features t1, tz, ..., In:

C,up = argmax P(d | c¢)P(c)

ceC

= argmax P(¢,,t,,....t, | ¢)P(c)
ceC

Alan Ritter o socialmedia-class.org Source: adapted from Dan jurafsky
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Nalve Bayes

 document d represented as features t1, tz, ..., In:

Cap = argmax P(t, ,t,,....t, | c)P(c)

ceC

RN

prior

how often
does this
class occur?
— simple count

Source: adapted from Dan jurafsky
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Nalve Bayes

 document d represented as features t1, tz, ..., In:

Cap = argmax P(t, ,t,,....t, | c)P(c)
e A

likelihood prior

O(ITIn-ICl) parameters
n = number of unique n-gram tokens

— heed to make simplifying assumption

Source: adapted from Dan jurafsky
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Nalve Bayes

* Conditional Independence Assumption:

features P(tilc) are independent given the class ¢

P(t,t,,....t, 1c)
=P(t,1c)-P(t,lc)-.... P(¢, | c)

Source: adapted from Dan jurafsky
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Nalve Bayes

* For a document d, find the most probable class c:

C,ap = argmax P(t,,t,,....,t, | c)P(c)

ceC

Cyg = argmax P(C)H P(t 1c)

ceC t,ed

Source: adapted from Dan jurafsky
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Nalve Bayes

Cyg = arg max P(C)H P(t; | c)

ceC t,ed

Probabilistic Graphical Model
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Variations of Naive Bayes

Coyap = Arg max[P(d | cﬂP(c)

ceC

o different assumptions on distributions of features:
- Multinomial: discrete features
- Bernoulli: binary features

- (Gaussian: continuous features

Alan Ritter o socialmedia-class.or Source: adapted from Dan jurafsky
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Variations of Naive Bayes

Coyap = Arg max[P(d | CBP(C)

ceC

o different assumptions on distributions of feature:
- Multinomial: discrete features
- Bernoulli: binary features

- (Gaussian: continuous features

Alan Ritter o socialmedia-class.or Source: adapted from Dan jurafsky
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| .anglD featu

English
* N-grams features:

- 1-gram;
‘the” “following™ “Wikipedia”
‘en” "espanol” ...

- Z2-gram:
“the following
"Wikipedia en

~_Spanish
following is”

" “en espanol” ...

PN

- 3-gram:

Alan Ritter o socialmedia-class.org

(€S

The following is a list of
words that occur in both
Modern English and
Modern Spanish, but
which are pronounced
differently and may have
different meanings in
each language.

Wikipedia en espanol es
la edicion en idioma
espanol de Wikipedia.
Actualmente cuenta con
1 185 590 paginas
validas de contenido y
ocupa el décimo puesto
en esta estadistica entre
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Bag-of-Words Model

* positional independence assumption:

- features are the words occurring in the document
and their value is the number of occurrences

- word probabilities are position independent

Alan Ritter o socialmedia-class.org



http://socialmedia-class.org/

Nalve Bayes

Cyg = argmax P(C)H P(t lc)

ceC t,ed

* Learning the Multinomial Naive Bayes model simply
uses the frequencies in the training data:

A [ R

P(c) = count(c) P(t1c)= count(t,c)
2 count(c ;) Zcount(ti ,C)
c;eC t,eV

Alan Ritter o socialmedia-class.org Source: adapted from Dan jurafsky
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Nalve Bayes

Doc Words Class
Training 1 English Wikipedia editor en
2 free English Wikipedia en
3 Wikipedia editor en
4 espanol de Wikipedia es
Test 5 Wikipedia espanol el ?
P(c)= count(c) P(en)=3/4 P(sp)=1/4
Z count(c;)
A C]ECC ount(t,c) P(“Wikipedia”len) = 3/8 , P(“Wikipedia” les) = 1/3
P(tlc)= ’ P(“espanol”len) = 0/8 , P(“espanol’les) = 1/3

Y count(t,,c) P(“el”\en)=0/8, P(“el"les) = 0/3
t,eV

Cyg = argmax P(C)H P(t,1c) P(enldoc5) = 3/4x3/8x0/8x0/8 = 0
cec ted P(esldoc5) = 1/4x1/3x1/3x0/3 = 0

Alan Ritter o socialmedia-class.org
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Nalve Bayes

 What if the word “el” doesn’t occur in the training
documents that labeled as Spanish(es)?

count("el",es)

2 count(t,es) -

teV

P("el"| es) = 0

* Jo deal with O counts, use add-one or Laplace
smoothing:

count(t,c) count(t,c)+1
D count(t;.c) Z count(t,,c)+1V I

t,eV t,eV

P(t1c)= OO P(tle) =

Alan Ritter o socialmedia-class.org Source: adapted from Dan jurafsky
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Nalve Bayes

Doc Words Class
1 English Wikipedia editor en
Training 2 free English Wikipedia en
3 Wikipedia editor en
4 espanol de Wikipedia Sp
Test 5 Wikipedia espanol el ?
P(c)= count(c) P(en)=3/4 P(sp)=1/4
2 count(c;)
i K EC; ount(t.c) P(“Wikipedia” |\en) = 3+1/8+6 , P(“Wikipedia”Isp) = 1+1/3+6
P(tlc)= ’ P(“espanol” len) = 0+1/8+6 , P(“espanol’|sp) = 1+1/3+6

2 count(t;,c) P(“el”\en) = 0+1/8+6 , P(“el” Isp) = 0+1/3+6
t,eV
P(enldoc5) = 3/4x4/14x1/14x1/14 = 0.00109
P(spldoc5) = 1/4x2/9x2/9x1/9 = 0.00137

Alan Ritter o socialmedia-class.org
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Nalve Bayes

- Pros: (works well for spam filtering, text classification,
sentiment analysis, language identification)

- simple (no iterative learning)

- fast and light-weighted

- less parameters, so need less training data

- even It the NB assumption doesn't hold, a NB classifier still
often performs surprisingly well in practice

- Cons
- assumes independence of features
- can’t model dependencies/structures

Alan Ritter o socialmedia-class.org
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Alan Ritter

Correlated Features

* For example, for spam email classification, word
‘win” often occurs together with “tfree”, “prize”.

e Solution:
- feature selection

- or other models (e.g. logistic/softmax regression)

o socialmedia-class.org
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Model Structure

 For example, the word order matters in part-of-
speech tagging:

Naive Bayes Hidden Markov Model (HMM)
<s> PRP VBP NN

Q Sequence
E—
@ @ - ® ) @ () () (v

<s> love cooking .
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LanglD lool: langid.py

python

Python 2.7.2+ (default, Oct 4 2011, 20:06:09)
[GCC 4.6.1] on linux2

Type "help", "copyright", "credits" or "license" for more information.
>>> import langid

>>> langid.classify("I do not speak english")
('en', ©.57133487679900674)

>>> langid.set languages(['de’,'fr',"'it'])

>>> langid.classify("I do not speak english")
('it', ©.99999835791478453)

>>> langid.set _languages(['en’','it'])

>>> langid.classify("I do not speak english")
(‘en', ©.99176190378750373)

Alan Ritter o socialmedia-class.org
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LanglD lool: langid.py

* main technigues:
- Multinominal Naive Bayes

- diverse training data from multiple domains
(Wikipedia, Reuters, Debian, etc.)

plus feature selection using Information Gain (IG)
to choose features that are informative about
language, but not informative about domain

Alan Ritter o socialmedia-class.org Source: Lui and Baldwin “langid.py: An Off-the-shelf Language Identification Tool" ACL 2012
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Entropy & Information Gain

H(X) =0
| | | Minimum
* Entropy is a measure of disorder in a dataset  jmpurity

H(X)= —Z P(x,)log P(x,)

H(X) =1
Maximum
iImpurity
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Entropy & Information Gain

H(X) =0
| | | Minimum
* Entropy is a measure of disorder in a dataset  jmpurity

H(X)= —Z P(x,)log P(x,)

] . H(X) =1
e Information Gain is a measure of the Ma(xi)mum

decrease In disorder achieved by partitioning impurity
the original data set.

IGY 1 X)=HY)-HY |X)
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Information Gain

wealth values: poor rich

gender Female 14423 1769 | H{ wealth | gender = Female ) = 0497654
Male 22732 9918 N H( wealth | gender = Male ) = 0.885847

H{wealth) = 0.793844 H(wealth|gender) =0.757154
|G{wealth|gender) = 0.0366896

H(X)=-) P(x,)log P(x,) IGY 1 X)=HXY)-H{1X)

Alan Ritter o socialmedia-class.or Source: Andrew Moore
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agegroup 10s
20s
30s
40s
50s
60s
70s
80s
90s

Information Gain

wealth values: poor rich

Hi{wealth) = 0.793844 H{wealthlagegroup) = 0.709463

Alan Ritter o socialmedia-class.org

IG{wealth|agegroup) = 0.0843813

ageqgroup = 105 ) =0.0133271
ageqgroup = 20s ) = 0.334906
agegroup = 30s ) = 0.838134
agegroup =40s ) =0.951961
agegroup =50s ) =0.957376
ageqgroup = 60s ) = 0.834049
ageqgroup = 70s ) = 0.680882
agegroup = 80s ) =0.535474
agegroup =90s ) =0.788941

Source: Andrew Moore


http://socialmedia-class.org/

INnformation Gain used for?

* choose features that are informative (most useful)
for discriminating between the classes.

Wealth Longevity

|G(LongLife | HairColor) = 0.01
|IG(LongLife | Smoker) = 0.2

|IG(LongLite | Gender) = 0.25
|IG(LongLife | LastDigitOfSSN) = 0.00001

|G{wealth|gender) = 0.03668396

(
(
IG{wealthlagegroup) = 0.0843813 E

Alan Ritter o socialmedia-class.org
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LanglD lool: langid.py

e feature se

Alan Ritter o socialmedia-class.or

IG Domain
o
w

ection using Information Gain (IG)
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IG Language
Source: Lui and Baldwin “langid.py: An Off-the-shelf Language Identification Tool" ACL 2012
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Alan Ritter

LanglD lool: langid.py

* main advantages:

- cross-domain (works on all kinds of texts)

- works for Twitter (accuracy = 0.89)
- fast (300 tweets/second — 24G RAM)

- currently supports 97 language

- retrainable

o socialmedia-class.org

Source: Lui and Baldwin “langid.py: An Off-the-shelf Language Identification Tool" ACL 2012
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classification
(Naive Bayes)

Language

|dentification

Alan Ritter o socialmedia-class.org

summary

Tokenization

!

Part-of-

Speech
(POS)

Tagging

Stemming

Normalization

Shallow
Parsing
(Chunking)

Named
Entity
Recognition
(NER)
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Sign up for
IN-class presentation
(by next week)

socialmedia-class.org
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